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Abstract. We present a numerical method to calculate resonances of Schottky surfaces based on Selberg theory, transfer operator techniques and Lagrange–Chebyshev approximation. This method is an alternative to the method based on periodic orbit expansion used previously in this context.

1. Introduction and statement of results

In numerical experiments, Borthwick noticed that for some classes of Schottky surfaces the sets of resonances exhibit rather curious and unexpected patterns [6], an observation that triggered a series of further investigations, e.g., [9, 34]. The numerics used in these articles is based on the method of periodic orbit expansion. With this article we present an alternative method, based on Lagrange–Chebyshev approximation with adapted domains. We briefly survey both methods and our main results in this section, referring to the next sections for details and precise definitions.

Let $X$ be a Schottky surface, i.e., a hyperbolic surface whose fundamental group $\Gamma$ is a (Fuchsian) Schottky group. The resonances of $X$ are the poles of the extension of the resolvent

$$R(s) := (\Delta_X - s(1-s))^{-1}: C_\infty^c(X) \rightarrow C_\infty^c(X), \quad \text{Re } s \gg 1,$$

of the Laplacian $\Delta_X$ of $X$ to a meromorphic family $s \mapsto R(s)$ on all of $\mathbb{C}$. As is well-known by now, the Hausdorff dimension $\delta$ of the limit set $\Lambda(X)$ of $X$ constitutes a threshold in $\mathbb{C}$ with respect to the location of the resonances of $X$: the half-space $\{s \in \mathbb{C} \mid \text{Re } s > \delta\}$ does not contain any resonances, the point $\delta$ itself is a resonance (with multiplicity 1), the critical axis $\{s \in \mathbb{C} \mid \text{Re } s = \delta\}$ contains no further resonance, the half-space $\{s \in \mathbb{C} \mid \text{Re } s < \delta\}$ contains infinitely many resonances, and $\{\text{Re } s \mid s \text{ a resonance}\}$ is unbounded from below. Several further results on the location and distribution of the resonances for Schottky surfaces have been established, some of them very recently, see, e.g., [22, 23, 10, 33, 28].

The study of resonances of Schottky surfaces is not just interesting from a theoretical point of view, their properties are also of considerable interest in applications, e.g., [11, 31]. In spite of intensive efforts, however, many questions concerning the
nature of the resonances are still wide open to date, including several very elementary ones. Numerical investigations of the resonance sets might lead to new insights, and are therefore clearly called for. In addition, as we will see in this paper, their investigation is also rewarding from a numerical point of view.

Both numerical methods that we will discuss crucially rely on the interpretation of resonances using dynamical zeta functions and transfer operators. The dynamical zeta function of interest to us is the Selberg zeta function $Z_X(s)$ of $X$, which is an entire function given by the infinite product

$$Z_X(s) = \prod_{\ell \in L(X)} \prod_{k=0}^{\infty} \left(1 - e^{-(s+k)\ell}\right)$$

for $s \in \mathbb{C}$ with $\text{Re } s \gg 1$, and by analytic continuation of this infinite product on all of $\mathbb{C}$. Here, $L(X)$ denotes the primitive geodesic length spectrum of $X$ including multiplicities. The resonances of $X$ constitute the main bulk of the zeros of $Z_X$ (including multiplicities); the additional zeros of $Z_X$ are the well-understood and comparatively sparse so-called topological zeros \[32\]. Thus, searching for the resonances of $X$ is essentially equivalent to searching for the zeros of $Z_X$.

The Selberg zeta function can be represented as the Fredholm determinant of a transfer operator family $(L_s)_{s \in \mathbb{C}}$, acting on a suitable function space $\mathcal{H}$. Thus, for all $s \in \mathbb{C}$,

$$Z_X(s) = \text{det}(1 - L_s) .$$

(We refer to Section \[2.4\] for the definition of the transfer operators $L_s$.) In turn, searching for the zeros of $Z_X$, and hence essentially for the resonances of $X$, translates to searching for the values of the parameter $s$ of the transfer operator $L_s$ such that $\text{det}(1 - L_s) = 0$.

The method of periodic orbit expansion, employed by Borthwick for the numerical approximation of resonances, takes advantage of the identity in \[1\] to deduce the series expansion

$$Z_X(s) = 1 + \sum_{n=1}^{\infty} d_n(s),$$

where $d_0(s) = 1$ and

$$d_n(s) = -\frac{1}{n} \sum_{k=1}^{n} d_{n-k}(s) \text{Tr} L^k_s$$

for $n \in \mathbb{N}$. The traces $\text{Tr} L^k_s$ are of the form

$$\text{Tr} L^k_s = \sum_{\ell \in L_k(X)} \frac{e^{-s\ell}}{1 - e^{-\ell}},$$

where $L_k(X)$ is a finite multiset of lengths of periodic geodesics on $X$, with lengths growing with $k$, and $\#L_k(X) \sim c^k$ for some $c > 0$. Truncating the series in \[2\] at $N \in \mathbb{N}$ leads to

$$Z_N(s) = 1 + \sum_{n=1}^{N} d_n(s),$$

the zeros of which approximate the zeros of $Z_X$. 

Borthwick’s primary goal was to study the resonances of \( X \) near the critical axis \( \{ s \in \mathbb{C} \mid \text{Re} \, s = \delta \} \), for which the periodic orbit expansion method is well-suited. In addition to the rather surprising results he obtained, he also reported limitations of this method for the investigation of resonances further away from the critical axis (e.g., resonances \( s \) with \( \text{Re} \, s < 0 \)) as well as for Schottky surfaces with Euler characteristic \( \chi(X) < -1 \) (equivalent to \( \Gamma \) having more than 2 generators) or with small funnel widths (i.e., for \( \delta \) near 1), see [6]. The main cause of the limitations is the high computational cost of the recursions in (3) as well as that of the sums in (4), the number of summands of which grow exponentially with \( k \) and polynomially with \( -\chi(X) \), and which need to be almost completely redone for every single \( s \).

For highly symmetric Schottky surfaces, the Venkov–Zograf factorization formulas for Selberg zeta functions can be applied to reduce the computational cost of the periodic orbit expansion method making it possible to consider, for example, some Schottky surfaces with 4 funnels, that is, with Euler characteristic \( -2 \), see [9]. Qualitatively, however, the limitations remain.

The method we present here is inspired by Nyström’s approach [30] to solve Fredholm-type integral equations. The definition of the transfer operator \( L_s \) introduced above leaves room for possible choices of the function space \( \mathcal{H} \). While the periodic orbit expansion method is not affected by the choice of a suitable \( \mathcal{H} \), our method heavily depends on it; in fact, it takes advantage of this option, reconsidering the choice during investigations and adapting it to specific situations.

The starting point of this method is a careful first choice of the function space \( \mathcal{H} \) on which we consider the transfer operator \( L_s \) and approximate the functions \( f \in \mathcal{H} \) using Lagrange–Chebyshev interpolation. On approximated functions, \( L_s \) then acts as a finite matrix \( M_s \), and \( \det(1 - M_s) \) serves as an approximation of the Selberg zeta function \( Z_X(s) \) at \( s \in \mathbb{C} \). The evaluation of \( \det(1 - M_s) \) in turn is facilitated by the existence of highly optimized algorithms for the calculation of determinants. Moreover, the specific structure of \( M_s \) (see Section 4) makes it possible to reuse a substantial part of previously computed values when changing \( s \).

To further improve the approach we take advantage of the possibility to change \( \mathcal{H} \) and pick a sequence of function spaces \( (\mathcal{H}_m)_{m \in \mathbb{N}} \) such that along any sequence \( (f_m)_{m \in \mathbb{N}} \) with \( f_m \in \mathcal{H}_m \), \( m \in \mathbb{N} \), the domains of the functions shrink and converge to the limit set \( \Lambda(X) \) of \( X \). By using a space of this sequence with sufficiently refined domains, we can take advantage of the geometry and dynamics of \( X \) to investigate the resonances of \( X \) over a wider range of parameters.

This method, termed domain-refined Lagrange–Chebyshev approximation, pushes further the frontier of numerical investigations of resonances for Schottky surfaces.

**Observation.** With the method of domain-refined Lagrange–Chebyshev approximation, resonances can be calculated efficiently also further into the negative half-space \( \{ s \in \mathbb{C} \mid \text{Re} \, s < 0 \} \) as well as for Schottky surfaces with several generators and with small funnel widths. This method is not restricted to Schottky surfaces with additional symmetries or any other specific properties.

The basic idea of discretizing operators by expansions in orthogonal polynomials and approximating Fredholm determinants by matrix determinants already has a rather long history and in principle dates back to Ritz, Galerkin [19] and Nyström [30]. The review of Bornemann [5] gives a nice overview on the topic and discusses
examples from random matrix theory, among others. The approach was also applied successfully to integrable quantum systems \cite{15}, where correlation functions are calculated with the help of quantum transfer matrices. In the realm of transfer operators it was used, e.g., in \cite{17,18}, mostly applying a monomial basis, leading to new theoretical results \cite{12}. Also computation schemes for transfer operators focusing on Chebyshev polynomials exist already, albeit without discussing their Fredholm determinants, e.g., \cite{29,38,4}. The main new aspect of our approach is the domain-refinement, which leads to a particularly efficient basis for the discretized transfer operator. In this article, we focus on presenting the numerical method. We will discuss its validity, error estimates and convergence rates in a forthcoming article.

2. SCHOTTKY SURFACES, RESONANCES, CLASSICAL TRANSFER OPERATORS

2.1. Schottky surfaces. Schottky surfaces are those hyperbolic surfaces for which the fundamental group is a (Fuchsian) Schottky group. Equivalently, these are the geometrically finite, conformally compact, infinite-area hyperbolic surfaces without orbifold singularities or, also equivalently, the hyperbolic surfaces for which the fundamental group is geometrically finite, convex cocompact, non-cocompact and torsion-free. Every Schottky surface can be obtained by a certain geometric construction algorithm \cite{13}, which we will briefly recall in what follows. This algorithm constructs a fundamental domain for every Schottky surface; the side-pairing elements of the fundamental domain and their relations provide a presentation of the fundamental group of the Schottky surface. All hyperbolic surfaces arising from this construction are indeed Schottky.

2.1.1. Preliminaries for the construction. As model for the hyperbolic plane we use throughout the upper half-plane

$$
\mathbb{H} := \{ z \in \mathbb{C} : \text{Im} z > 0 \}, \quad ds_z^2 := \frac{dz \, d\bar{z}}{\text{Im} z^2},
$$

and we identify its group Isom$^+(\mathbb{H})$ of orientation-preserving Riemannian isometries with the Lie group $\text{PSL}_2(\mathbb{R}) = \text{SL}_2(\mathbb{R})/\{ \pm 1 \}$. Here, we denote with $1$ the matrix

$$
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
$$

in $\text{SL}_2(\mathbb{R})$, and we denote an element in $\text{PSL}_2(\mathbb{R})$ by

$$
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
$$

if it is represented by the matrix $(a \ b) \in \text{SL}_2(\mathbb{R})$. With all identifications in place, the action of $\text{PSL}_2(\mathbb{R})$ on $\mathbb{H}$ is given by fractional linear transformations, thus

$$
g \cdot z = \frac{az + b}{cz + d}
$$

for $g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{PSL}_2(\mathbb{R})$, $z \in \mathbb{H}$.

The hyperbolic plane $\mathbb{H}$ embeds canonically into the Riemann sphere $\hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \}$. In this embedding, the topological boundary $\partial \mathbb{H} = \mathbb{R} \cup \{ \infty \}$ of $\mathbb{H}$ coincides with its geodesic boundary. The action of $\text{PSL}_2(\mathbb{R})$ on $\mathbb{H}$ extends holomorphically
The extended action is given by
\[
g \cdot z = \begin{cases} 
\infty & \text{if } z = \infty, c = 0, \text{ and if } z \neq \infty, cz + d = 0, \\
\frac{az + b}{cz + d} & \text{if } z = \infty, c \neq 0, \\
a & \text{otherwise}
\end{cases}
\]
for \( g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{PSL}_2(\mathbb{R}) \) and \( z \in \hat{\mathbb{C}} \).

2.1.2. Geometric construction of Schottky surfaces. In order to construct a Schottky surface \( X \) of Euler characteristic \( \chi(X) = 1 - q \) (note that \( q \in \mathbb{N} \)), we choose \( 2q \) open Euclidean disks in \( \mathbb{C} \) with centers in \( \mathbb{R} \) and pairwise disjoint closures. We further fix a pairing of these disks, indicated by indices in \( I_G := \{ \pm 1, \ldots, \pm q \} \) with opposite signs, say \( D_1, D_{-1}, \ldots, D_q, D_{-q} \).

We emphasize that the numeration of these disks implied by their indices is not related to their relative positions in \( \mathbb{C} \). For each \( j \in \{ 1, \ldots, q \} \) we choose an element \( S_j \) in \( \text{PSL}_2(\mathbb{R}) \) that maps the exterior of the disk \( D_j \) to the interior of the disk \( D_{-j} \). For examples see Figures 1 and 2. The subgroup
\[
\Gamma = \langle S_1, \ldots, S_q \rangle
\]
of \( \text{PSL}_2(\mathbb{R}) \) generated by \( S_1, \ldots, S_q \) is a Schottky group, and the orbit space \( X = \Gamma \backslash \mathbb{H} \) is a Schottky surface with Euler characteristic \( 1 - q \). The subset
\[
\mathcal{F} := \bigcap_{k \in I_G} (\mathbb{H} \setminus D_k)
\]
of $\mathbb{H}$ is a closed fundamental domain for $X$ with side-pairings given by the elements $S_1, \ldots, S_q$. Note that the set of relations among $S_1, \ldots, S_q$ is empty.

For further use we set $S_{-j} := S_j^{-1}$ for $j \in \{1, \ldots, q\}$, and we call the tuple $(q, (D_k)_{k \in I_G}, (S_k)_{k \in I_G})$ Schottky data for $X$. We remark that different Schottky data may give rise to the same Schottky surface, and indeed any given Schottky surface admits uncountably many choices of Schottky data. We also remark that the notion of Schottky data in [1] is slightly more general; the additional freedom allowed there for the choices of the disk family will not be needed for our purposes.

2.2. Resonances. The resonances of a Schottky surface $X$ are the poles of the meromorphic continuation of the resolvent of its Laplacian. To be more precise, we recall that the Laplace operator

$$\Delta_H := -y^2(\partial_x^2 + \partial_y^2)$$

on $\mathbb{H}$ (here, $z = x + iy \in \mathbb{H}$, $x, y \in \mathbb{R}$) induces the Laplace operator

$$\Delta_X : L^2(X) \to L^2(X)$$
on $X$. The resolvent

$$R_X(s) := (\Delta_X - s(1-s))^{-1} : L^2(X) \to L^2(X)$$

of $\Delta_X$ is defined for all $s \in \mathbb{C}$ with $\text{Re } s > \frac{1}{2}$ for which $s(1-s)$ is not an $L^2$-eigenvalue of $\Delta_X$. As shown in [27, 22], the restriction of the family of maps in (5) to $C^\infty_c(X) \to C^\infty_c(X)$ extends to a meromorphic family

$$R_X(s) : L^2_{\text{comp}}(X) \to H^2_{\text{loc}}(X)$$
on all of $\mathbb{C}$. The poles of $R_X$ are the resonances of $X$. We let $R(X)$ denote the multiset of resonances of $X$ (thus, resonances are included with multiplicities, i.e., the rank of the residue of $R_X$ at the resonance).

2.3. Selberg zeta function. For any Schottky surface $X$ we denote by $L(X)$ its multiset of lengths of primitive periodic geodesics (thus, the prime geodesic length spectrum including multiplicities). Further we denote by $\Lambda(X)$ the limit set of $X$. We recall that $\Lambda(X)$ is the set of limit points (i.e., accumulation points) in the Riemann sphere $\hat{\mathbb{C}}$ of the orbit $\Gamma.z$ for some (and hence any) $z \in \mathbb{H}$ and any realization $\Gamma$ of the fundamental group of $X$ in $\text{PSL}_2(\mathbb{R})$. As is well-known, $\Lambda(X)$ is a subset of $\partial \mathbb{H} = \mathbb{R} \cup \{\infty\}$. We let $\delta = \delta(X)$ denote the Hausdorff dimension of $\Lambda(X)$, which for Schottky surfaces can be any value in $[0, 1)$.

The Selberg zeta function $Z_X$ of $X$ is given by the infinite product

$$Z_X(s) = \prod_{\ell \in L(X)} \prod_{k=0}^\infty \left(1 - e^{-(s+k)\ell}\right)$$

for $s \in \mathbb{C}$ with $\text{Re } s > \delta$ (where this infinite product converges compactly), and beyond this range by the holomorphic continuation of (6) to all of $\mathbb{C}$. The multiset of zeros of $Z_X$ consists of the multiset $R(X)$ of resonances of $X$ and the topological
zeros. The latter are well-understood: they are located at \(-N_0\) with well-known multiplicities. For proofs and more details we refer to the original articles \[32\] as well as \[8\]. (We remark that the relation between resonances and topological zeros of Selberg zeta functions is reminiscent of the relation between trivial and nontrivial zeros of the Riemann zeta function.)

2.4. Transfer operators. The choice of Schottky data
\[ \mathcal{S} := \left( q, (D_k)_{k \in I_G}, (S_k)_{k \in I_G} \right) \]
for a Schottky surface \(X\) allows us to construct a Ruelle-type transfer operator family whose underlying discretization of the geodesic flow on \(X\) arises from a Koebe–Morse coding based on the fundamental domain induced by \(\mathcal{S}\). We refer to \[7\] for details and proofs, and present here only the resulting transfer operators and their properties.

To simplify notation, for \(s \in \mathbb{C}\), any subset \(U \subseteq \mathbb{R}\), any function \(f : U \to \mathbb{C}\) and any element \(g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{PSL}_2(\mathbb{R})\) we set
\[ \tau_s(g^{-1})f(x) := \left| \frac{ax + b}{cx + d} \right|^s f \left( \frac{ax + b}{cx + d} \right) \quad (x \in U) \]
whenever this is well-defined. We will also use holomorphic extensions of this definition to functions defined on open subsets of \(\mathbb{C}\) (e.g., the disks \(D_k, k \in I_G\)). We omit the discussion of the possible choices of holomorphic extensions, in particular of the choices for the logarithm, which heavily depend on the Schottky data and on the required combinations of functions \(f\) and group elements \(g\) in the Schottky group. None of the stated results depend on these choices. We continue to denote the holomorphic extensions by \(\tau_s\) or, more precisely, by \(\tau_s(g^{-1})f\).

The transfer operator \(L_s\) with parameter \(s \in \mathbb{C}\) associated to \(\mathcal{S}\) is defined formally by
\[ L_s := \sum_{k \in I_G} 1_{D_k} \cdot \sum_{j \in I_G, j \neq -k} \tau_s(S_j), \]
where \(1_{D_k}\) denotes the characteristic function of \(D_k\).

The choice of function space on which to consider the transfer operator \(L_s\) is guided by the required applications and may be a subtle task. For Selberg zeta functions there are several good choices of which we present a few in what follows. In Section \[3\] below we will present some more spaces crucial for our investigations. Throughout, we will denote all transfer operators by \(L_s\), independently of the function space on which they are considered to act.

One common choice, widely used in the study of resonances of Schottky surfaces via transfer operators \[21\] \[7\], is the Hilbert–Bergman space given by
\[ \mathcal{H} := \bigoplus_{k \in I_G} \mathcal{H}(D_k), \]
where
\[ \mathcal{H}(D_k) := \left\{ f : D_k \to \mathbb{C} \text{ holomorphic} : \int_{D_k} |f(z)|^2 d\lambda(z) < \infty \right\} \]
is the Hilbert space of holomorphic square-integrable functions on $D_k$, endowed with the standard $L^2$-inner product. Here, $d\lambda$ denotes the Lebesgue measure on $\mathbb{C}$.

Another common choice, already used by Ruelle [36] and Mayer [25, 26] in their seminal investigations of Selberg zeta functions via transfer operators, is the disk algebra $B$ associated to $S$. This is the Banach space

$$B = \bigoplus_{k \in I_G} A_{\infty}(D_k),$$

where

$$A_{\infty}(D_k) := \{ f : D_k \to \mathbb{C} \text{ holomorphic} : f \text{ extends continuously to } \overline{D}_k \}$$

is the Banach space of holomorphic functions on $D_k$ that are restrictions of continuous functions on the closure $\overline{D}_k$ of $D_k$, endowed with the supremum norm.

On the spaces in (8) or in (9) (as well as many other spaces), the transfer operator $L_s$ is a well-defined self-map, a nuclear operator of order 0 (thus, trace class on $H$) and its Fredholm determinant equals the Selberg zeta function of $X$, thus

$$Z_X(s) = \det(1 - L_s)$$

for all $s \in \mathbb{C}$ (see, e.g., [7] and [16]). Therefore, with either of these spaces as domain, the transfer operator $L_s$ has an eigenfunction with eigenvalue 1 if and only if $s$ is a zero of $Z_X$. See, e.g., [20].

3. Domain-refined transfer operators

Throughout let $X$ be a Schottky surface,

$$S = (q, (D_k)_{k \in I_G}, (S_k)_{k \in I_G})$$

a choice of Schottky data for $X$, and $(L_s)_{s \in \mathbb{C}}$ the associated transfer operator family. In Section 2.4 we have exhibited two classes of function spaces that are by now “classical” domains for the transfer operator $L_s$. Both spaces consist of functions on the disks $D_k$, $k \in I_G$. In this section we will construct spaces of functions with smaller domains, a step that will be crucial for our numerical method.

The construction of smaller domains is guided by the following intuition: in order to calculate resonances of $X$ we want to use the Selberg zeta function $Z_X$ and its representation $\det(1 - L_s)$ as a Fredholm determinant by a transfer operator family on a suitable function space, say $H$. As can be seen from the infinite product in (6), the function $Z_X$ is determined by the periodic geodesics on $X$. Given any such periodic geodesic $\tilde{\gamma}$ on $X$ and any geodesic $\gamma$ on $\mathbb{H}$ that represents $\tilde{\gamma}$, the two (time-)endpoints $\gamma(+\infty)$ and $\gamma(-\infty)$ of $\gamma$ are in the limit set $\Lambda(X)$ of $X$. Intuitively, the function space $H$ should consist of functions whose domains enclose $\Lambda(X)$ and stay “near” $\Lambda(X)$, the nearer to $\Lambda(X)$ the better the numerics. For the choice of $H$ we need to guarantee that the transfer operators $L_s$, $s \in \mathbb{C}$, define endomorphisms of $H$ and that the relation $Z_X = \det(1 - L_s)$ holds. To that end we will start with the disks $D_k$, $k \in I_G$, as domains for the functions and then use the iterated action of the elements $S_k$, $k \in I_G$, to obtain a sequence of refined domains converging to $\Lambda(X)$. 
We first restrict the discussion of the domains to \( \mathbb{R} \) and present the shrinking algorithm on the level of real intervals. We then enlarge the shrunken intervals to domains in \( \mathbb{C} \). The construction thus allows for an additional degree of freedom which we will exploit for the construction of suitable function spaces. Figure 3 gives an illustration of the iterated refinement procedure that we describe in what follows.

\[
L_s = \sum_{k \in I_G} 1_{I_k} \cdot \sum_{j \in I_G \setminus \{-k\}} \tau_s(S_j).
\]

For each \( n \in \mathbb{N}_0 \) we let \( W_n \) denote the set of tuples \((w_1, \ldots, w_n, \ell) \in I_G^{n+1}\) such that \( w_k \neq w_{k-1} \) for all \( k \in \{2, \ldots, n\} \) and \( \ell \neq w_n \). For each \( w = (w_1, \ldots, w_n, \ell) \in W_n \) we set
\[
I_w := S_{w_1} S_{w_2} \cdots S_{w_n} I_\ell
\]
and we let
\[
\text{Fct}(I_w; \mathbb{C}) := \{f_w : I_w \to \mathbb{C}\}
\]
denote the space of complex-valued functions on the interval \( I_w \). Further we let
\[
I_n := \{I_w : w \in W_n\}
\]
denote the set of intervals of refinement level \( n \) and we set
\[
\text{Fct}(I_n; \mathbb{C}) := \bigoplus_{w \in W_n} \text{Fct}(I_w; \mathbb{C}).
\]

The following proposition shows that we may consider the transfer operator \( L_s \) as an operator on \( \text{Fct}(I_n; \mathbb{C}) \). We omit the straightforward proof.

**Proposition 3.1.** For each \( n \in \mathbb{N} \) and \( s \in \mathbb{C} \) the transfer operator \( L_s \) in (10) defines a self-map on \( \text{Fct}(I_n; \mathbb{C}) \).

Let \( n \in \mathbb{N} \), \( s \in \mathbb{C} \) and consider the transfer operator \( L_s \) as an operator on \( \text{Fct}(I_n; \mathbb{C}) \). The definition of \( \text{Fct}(I_n; \mathbb{C}) \) in (11) as a direct sum of the function spaces \( \text{Fct}(I_w; \mathbb{C}) \), \( w \in W_n \), yields an identification of \( L_s \) with a matrix
\[
(L_{s,v,w})_{v,w \in W_n}
\]
where the matrix coefficient $L_{s,v,w}$ for $v, w \in W_n$ is the unique operator

$$L_{s,v,w} : \text{Fct}(I_w; \mathbb{C}) \to \text{Fct}(I_v; \mathbb{C})$$

such that for all $f, \tilde{f} \in \text{Fct}(I_n; \mathbb{C}) = \bigoplus \text{Fct}(I_w; \mathbb{C})$ with

$$f = \bigoplus_{w \in W_n} f_w, \quad \tilde{f} = \bigoplus_{w \in W_n} \tilde{f}_w$$

and $L_s f = \tilde{f}$ we have

$$\tilde{f}_v = \sum_{w \in W_n} L_{s,v,w} f_w.$$

A straightforward calculation allows us to deduce the following explicit formulas for the matrix coefficients.

**Proposition 3.2.** Let $s \in \mathbb{C}$.

(i) For $n = 0$ and $v, w \in W_0 = I_G$ the matrix coefficient $L_{s,v,w}$ is

$$L_{s,v,w} = \begin{cases} \tau_s(S_w) & \text{if } w \neq -v \\ 0 & \text{otherwise}. \end{cases}$$

(ii) For $n \geq 1$ and $v = (v_1, \ldots, v_n, \ell_v), w = (w_1, \ldots, w_n, \ell_w) \in W_n$ the matrix coefficient $L_{s,v,w}$ is

$$L_{s,v,w} = \begin{cases} \tau_s(S_{-w_1}) & \text{if } w = (w_1, v_1, \ldots, v_{n-1}, -v_n) \\ 0 & \text{otherwise}. \end{cases}$$

With increasing refinement level $n$, the matrix in (12) representing the transfer operator $L_s : \text{Fct}(I_n; \mathbb{C}) \to \text{Fct}(I_n; \mathbb{C})$ becomes sparse with exponentially increasing sparsity.

**Example 3.3.** We consider a Schottky surface with two generators, say $S_1$ and $S_2$. For refinement level 0 the transfer operator $L_s$ is identified with the matrix

$$\begin{pmatrix} \tau_s(S_{-2}) & \tau_s(S_{-1}) & \tau_s(S_1) & 0 \\ \tau_s(S_{-2}) & \tau_s(S_{-1}) & 0 & \tau_s(S_2) \\ \tau_s(S_{-2}) & 0 & \tau_s(S_1) & \tau_s(S_2) \\ 0 & \tau_s(S_{-1}) & \tau_s(S_1) & \tau_s(S_2) \end{pmatrix},$$

acting on function vectors of the form

$$\begin{pmatrix} f_{-2} : I_{-2} \to \mathbb{C} \\ f_{-1} : I_{-1} \to \mathbb{C} \\ f_1 : I_{1} \to \mathbb{C} \\ f_2 : I_{2} \to \mathbb{C} \end{pmatrix}.$$
For refinement level 1, the transfer operator $L_s$ is identified with the matrix

\[
\begin{pmatrix}
0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 & 0 \\
0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 & 0 \\
0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 \\
0 & 0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 \\
0 & 0 & S_{-2} & 0 & S_{-1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(14)

acting on function vectors of the form

\[
(f_{2,1}, f_{2,-2}, f_{2,-1}, f_{1,-2}, f_{1,-1}, f_{1,2}, f_{-1,2}, f_{-1,1}, f_{-2,1}, f_{-2,2}, f_{-2,-1})^T
\]

with

\[
f_{a,b}: S_a I_b \to \mathbb{C}.
\]

In (14), each entry of the form $S_j$ indicates the operator $\tau_s(S_j)$. The matrix representation of $L_s$ in (14) shows that each entry in (13) is changed for a $3 \times 3$-matrix containing mostly zeros.

Let $n \in \mathbb{N}$, $s \in \mathbb{C}$. We now thicken the intervals in $\mathcal{I}_n$ to a suitable family of domains in $\mathbb{C}$ so that we can find a good function space $H$ on which the transfer operators $L_s$ ($s \in \mathbb{C}$) act and satisfy the relation $Z_X(s) = \det(1 - L_s)$.

To that end we call, for any $n \in \mathbb{N}$, a collection $\mathcal{E}_n := \{E_w : w \in \mathcal{W}_n\}$ of subsets of $\mathbb{C}$ a family of admissible neighborhoods for $\mathcal{I}_n$ if for each $w \in \mathcal{W}_n$ the set $E_w$ is an open, bounded and convex subset of $\mathbb{C}$ with $I_w \subseteq E_w$, the elements of $\mathcal{E}_n$ are pairwise disjoint, and

- in case that $n = 0$, we have
  \[
  S_{w}\cdot E_v \subseteq E_w
  \]
  whenever $w \neq -v$,

- if $n \geq 1$, we have
  \[
  S_{v\cdot w}^{-1}\cdot E_v \subseteq E_w
  \]
  whenever $w = (w_1, v_1, \ldots, v_n-1, -v_n)$.

For any open subset $D$ of $\mathbb{C}$ we let $H(D)$ denote an “admissible” Banach or Hilbert space of functions $D \to \mathbb{C}$. Admissible spaces include, e.g., the Hilbert–Bergman spaces and the disk algebras from Section 2.4 as well as Hilbert–Hardy spaces. For a wider-ranging notion of admissibility see [3]. In the forthcoming article in which we will discuss the validity, error estimates and convergence rates of the method of domain-refined Lagrange–Chebyshev approximation we will use Hilbert–Hardy spaces over ellipses. For any family $\mathcal{E}_n$ of admissible neighborhoods of $\mathcal{I}_n$ we set

\[
H(\mathcal{E}_n) := \bigoplus_{w \in \mathcal{W}_n} H(E_w).
\]
Theorem 3.4. Let \( n \in \mathbb{N}_0 \).

(i) There exists an admissible family of neighborhoods \( \mathcal{E}_n \) of \( \mathcal{I}_n \).

(ii) For every admissible family \( \mathcal{E}_n \) of neighborhoods of \( \mathcal{I}_n \), the transfer operator \( \mathcal{L}_s \) extends to an operator \( \mathcal{L}_s \) on \( H(\mathcal{E}_n) \).

(iii) The operator \( \mathcal{L}_s \) on \( H(\mathcal{E}_n) \) is trace class (or nuclear of order 0) and its Fredholm determinant represents the Selberg zeta function. Thus, for all \( s \in \mathbb{C} \) we have

\[
Z(s) = \det(1 - \mathcal{L}_s).
\]

Proof. To establish (i) we let, for any \( w \in \mathcal{W}_n \), the set \( E_w \) denote the open disk in \( \mathbb{C} \) with center in \( \mathbb{R} \) that satisfies \( E_w \cap \mathbb{R} = I_w \). A straightforward calculation, taking advantage of the fact that Moebius transformations preserve disks, shows that \( \{E_w\}_{w \in \mathcal{W}_n} \) is a family of admissible neighborhoods of \( \mathcal{I}_n \). Since for \( n = 0 \), \( \mathcal{E}_0 \) being a family of disks and \( H(\mathcal{E}_0) \) being chosen as Hilbert–Bergman spaces, the validity of (ii) and (iii) is known (both statements follow directly from [21]), claims (ii) and (iii) for arbitrary \( n \in \mathbb{N} \), arbitrary families \( \mathcal{E}_n \) of admissible neighborhoods of \( \mathcal{I}_n \) and arbitrary admissible function spaces \( H(\mathcal{E}_n) \) now follow either directly from [16] or with obvious adaptions. (Establishing the existence of a family of ellipses satisfying (i) is a non-trivial matter and will be discussed in detail in the forthcoming follow-up article.) \( \Box \)

4. Lagrange–Chebyshev approximation

Let \( X \) be a Schottky surface,

\[
S = \left( q, (D_k)_{k \in \mathcal{I}_G}, (S_k)_{k \in \mathcal{I}_G} \right)
\]

a choice of Schottky data for \( X \), \( n \in \mathbb{N}_0 \) and \( \mathcal{E}_n \) a family of admissible neighborhoods of \( \mathcal{I}_n \) such that for each \( w \in \mathcal{W}_n \), the set \( E_w \) is an ellipse with foci on the boundary points of the interval \( I_w \), let \( H(\mathcal{E}_n) \) be the Hilbert–Hardy space, and let \( \mathcal{L}_s \) denote the transfer operator family associated to \( S \), considered as an operator on \( H(\mathcal{E}_n) \). We recall that the Selberg zeta function \( Z_X \) equals the Fredholm determinant of \( (\mathcal{L}_s)_{s \in \mathbb{C}} \), thus, for all \( s \in \mathbb{C} \) we have \( Z_X(s) = \det(1 - \mathcal{L}_s) \).

The Lagrange–Chebyshev approach for the numerical calculation of the Selberg zeta function consists of three basic steps:

(i) expand functions in \( H(\mathcal{E}_n) \) in Chebyshev series, and use Gauss–Chebyshev quadrature to approximate the integrals in the coefficients,

(ii) describe the action of \( 1 - \mathcal{L}_s \) on the Chebyshev series, thus on the Chebyshev polynomials, and approximate these actions in the sense of Lagrange, resulting in an approximation by a finite-dimensional matrix,

(iii) approximate \( Z_X(s) \) by the determinant of this matrix.

In steps (i) and (ii) the ideas of Lagrange and Chebyshev come into play, as we use a Chebyshev expansion to construct Lagrange interpolating polynomials. Steps (ii) and (iii) are reminiscent of Nyström’s discretization scheme for Fredholm integral equations [30], which leads to a highly efficient numerical method for the evaluation of Fredholm determinants of integral operators [5].
4.1. **Interpolating polynomials.** A function $f$ defined real-analytically in the neighborhood of the real interval $[-1, 1]$ can be expanded in terms of Chebyshev polynomials of the first kind,

$$
f(x) = \mu_0 + 2 \sum_{k=1}^{\infty} \mu_k T_k(x), \quad (x \in [-1, 1])
$$

with polynomials

$$
T_k(x) := \cos(k \arccos(x))
$$

and expansion coefficients

$$
\mu_k = \int_{-1}^{1} \frac{f(x)T_k(x)}{\pi \sqrt{1-x^2}} \, dx.
$$

These integrals can be approximated using Gauss–Chebyshev quadrature,

$$
\int_{-1}^{1} \frac{g(x)}{\pi \sqrt{1-x^2}} \, dx \approx \sum_{j=1}^{N} w_j g(x_j),
$$

with points and weights

$$
x_j = \cos\left(\frac{2j - 1}{2N} \pi\right), \quad w_j = \frac{1}{N}, \quad j = 1, \ldots, N.
$$

For the expansion coefficients this leads to

$$
\mu_k \approx \sum_{j=1}^{N} w_j T_k(x_j) f(x_j).
$$

Hence, we can define a Chebyshev kernel $K_M(x, y)$ and approximate the function $f$ by its values at the quadrature points $x_j$,

$$
K_M(x, y) = \frac{1}{M} \left[ T_0(x)T_0(y) + 2 \sum_{k=1}^{M-1} T_k(x)T_k(y) \right],
$$

$$
f(x) \approx \frac{M}{N} \sum_{j=1}^{N} K_M(x, x_j) f(x_j).
$$

Which order $M$ should be used for the kernel $K_M$? The approximation in (21) is a polynomial of degree $M - 1$, which is uniquely defined specifying $N = M$ data points. In addition, we notice that inserting the definitions of $T_k(x)$, $x_j$ and $w_j$ into (20) leads to

$$
\mu_k = \frac{1}{N} \sum_{j=1}^{N} \cos\left(\frac{\pi}{N} k(j - \frac{1}{2})\right) f(x_j) \quad \text{with} \quad k = 0, \ldots, N - 1,
$$

i.e., a discrete cosine transform of type II [2, 37]. Its inverse is the discrete cosine transform of type III, which coincides with the Chebyshev expansion (21) truncated at order $M = N$ and evaluated at the points $x = x_j$,

$$
f(x_j) = \mu_0 + 2 \sum_{k=1}^{N-1} \mu_k \cos\left(\frac{\pi}{N} k(j - \frac{1}{2})\right) \quad \text{with} \quad j = 1, \ldots, N.
$$
Truncation at order $M = N$ is therefore a natural and consistent choice, which leads to

$$K_N(x_i, x_j) = \delta_{ij},$$

and \cite{21} then represents a Lagrange interpolation polynomial which is exact at the quadrature points $x_j$. The approximation error in \cite{21} with $M = N$ equals

$$\frac{f^{(N)}(\xi_x)}{N!} \Phi_N(x)$$

with $\Phi_N(x) = \prod_{j=1}^{N}(x - x_j)$ and appropriate $\xi_x \in I$. Compared to other choices of the collocation points, the interpolation with Chebyshev quadrature points $x_j$ has the advantage to minimize the maximum magnitude of $\Phi_n(x)$. See, e.g., \cite{14,35}.

For real-analytic functions $f$ defined in the neighborhood of a generic interval $[a, b]$ we can rescale linearly,

$$[a, b] \ni y = c + rx \quad \text{with} \quad x \in [-1, 1], \quad c = \frac{a + b}{2}, \quad r = \frac{b - a}{2}.$$  

This leads to the approximations

$$f(c + rx) \approx \sum_{j=1}^{N} K_N(x, x_j) f(c + rx_j) \quad \text{or}$$

$$f(y) \approx \sum_{j=1}^{N} K_N[(y - c)/r, (y_j - c)/r] f(y_j).$$

### 4.2. Discretization of the transfer operator.

Each matrix coefficient $L_{s,v,w}$, $v, w \in \mathcal{W}_u$, of the transfer operator $L_{s,v}$ is either the zero operator or an operator $\tau_s(S_k), k \in I_G$, applied to functions $f_w$ on a neighborhood (here, an ellipse) of the interval $I_w$ resulting in functions $f_v$ on a neighborhood of the interval $I_v$. See Proposition \ref{3.2}. Each such matrix coefficient of $L_{s,v}$ can be discretized using \cite{21}, i.e., approximated by a finite $N \times N$-matrix. Since all collocation points are contained in the intervals, we may and shall restrict the further discussion to (real-analytic) functions on these intervals, ignoring their extension to complex neighborhoods.

Let $I_w, I_v \in \mathcal{I}_s$ be intervals and let $S_k, k \in I_G$, be one of the generators. Denote the centers and radii of the intervals by $c_w, c_v$ and $r_w, r_v$, respectively. The $N$-point approximation $f_w^{(N)}$ of a function $f_w \in C^\infty(I_w; \mathbb{C})$ is then given by

$$f_w^{(N)}(y) = \sum_{j=1}^{N} K_N[(y - c_w)/r_w, (y_j - c_w)/r_w] f_w(y_j), \quad \text{with}$$

$$y_j = c_w + r_wx_j, \quad x_j = \cos\left(\frac{2j-1}{2N} \pi\right), \quad j = 1, \ldots, N.$$  

Applying the matrix coefficient $L_{s,v,w}$ to $f_w^{(N)}$ we obtain either zero or

$$L_{s,v,w} f_w^{(N)}(y) = \tau_s(S_k) f_w^{(N)}(y) = (S_{-k}^{\prime}(y))^s f_w^{(N)}(S_{-k} \cdot y)$$

$$= (S_{-k}^{\prime}(y))^s \sum_{j=1}^{N} K_N[(S_{-k} \cdot y - c_w)/r_w, (y_j - c_w)/r_w] f_w(y_j),$$

where $S_{-k}^{\prime}(y)$ is a function defined in the neighborhood of a generic interval $S_{-k} \cdot y$.
which is a function $f_v$ on $I_v$ that we can evaluate at the quadrature points

$$y_i = c_v + r_v x_i \quad \text{with} \quad x_i = \cos\left(\frac{2i-1}{2N}\pi\right), \quad i = 1, \ldots, N.$$  

The order-$N$ discretization $\mathcal{L}_{s,v,w}^{(N)}$ of $\mathcal{L}_{s,v,w}$ is the linear operator which maps function values at quadrature points in $I_w$, $f_w(c_w + r_w x_j \in I_w)$, to function values at quadrature points in $I_v$, $f_v(c_v + r_v x_i \in I_v)$. Its $N \times N$-matrix elements are given by

$$\left(\mathcal{L}_{s,v,w}^{(N)}\right)_{i,j} = \begin{cases} \left(S'_{-k}(c_v + r_v x_i)\right)^s K_N \left[\frac{S_{-k}(c_v + r_v x_i) - c_w}{r_w}, x_j\right] & \text{if } S_{-k} I_v \subseteq I_w \\ 0 & \text{otherwise}\end{cases}$$

To get an order-$N$ discretization $\mathcal{L}_s^{(N)}$ of the full transfer operator we replace each matrix coefficient $\mathcal{L}_{s,v,w}$ by its discretization $\mathcal{L}_{s,v,w}^{(N)}$. This results in a big square matrix constructed from many $N \times N$-blocks, most of which are zero. The full dimension of the vector space the discretization $\mathcal{L}_s^{(N)}$ is acting on is $2^q(2^q - 1)^n N$.

4.3. **Numerical evaluation of matrix determinants.** The transfer operator consists of an $s$-dependent part and a static part, which only depends on the given intervals and group generators. When $\mathcal{L}_s^{(N)}$ is evaluated numerically for different values of $s$, only the first part needs to be changed, the second can be re-used.

To calculate the numerical value of the Selberg zeta function $Z_X$ at $s$, thus $Z_X(s) = \det(1 - \mathcal{L}_s)$, we construct the matrix $1 - \mathcal{L}_s^{(N)}$ and calculate its determinant with some standard numerical library routine. Such routines are usually based on $LU$-factorization of the matrix, and available code is highly optimized and fast. For dense matrices (low domain refinement) we can use `zgetrf` from LAPACK, for sparse matrices (high domain refinement) SuiteSparse offers the `umfpack` family of functions. Higher level languages such as Python, Sage or Julia offer simple wrapper functions for matrix determinants (and for log det), which select and call one of the above optimized libraries.
4.4. Finding zeros of $Z_X$. With a stable algorithm for $Z_X(s)$ at hand we are now in the position to calculate resonances, which are zeros of $Z_X$. A simple and efficient algorithm for this task is Newton’s method, which is based on the iteration

$$s \rightarrow s - \frac{Z_X(s)}{Z_X'(s)}.$$ (31)

The absolute value of $Z_X(s)$ grows exponentially with $-\text{Re } s$, i.e., there is always strong gradient from negative $\text{Re } s$ to positive. We observe that for every zero $s_0$ with $\text{Re } s_0 > c$ there is a curve of constant phase, $\text{Im } \log(Z_X(s)) = \phi$, which starts at $s = s_0$ and crosses the line $s = c + iR$ eventually. This behavior is reflected in the Newton fractal of $Z_X(s)$: For every root $s_0$ with $\text{Re } s_0 > c$ the basin of attraction of the Newton map intersects the line $c + iR$ at least once. In Figure 4 we illustrate this behavior for the simplest Schottky surface, i.e., for the hyperbolic cylinder.

To locate all zeros $s_0$ with $\text{Re } s_0 > c$ we therefore choose a sufficiently dense set of starting values along the line $c + iR$ and iterate Newton’s method until it converges or fails. The set of zeros we find can contain duplicates, which we need to filter out, and we may miss zeros if the set of starting values is not dense enough.

Unless the convergence rate is analyzed in detail, Newton’s method cannot determine the order of a zero. We could use the argument principle in a small neighborhood of a zero to find the order. However, except for highly symmetric surfaces most of the resonances appear to be simple zeros. For topological zeros on the real line the order is known.

5. Examples

We now illustrate the performance of the domain-refined Lagrange–Chebyshev approximation with plots of the resonance spectra of various Schottky surfaces.

5.1. Three-funnel surfaces. We start with three-funnel surfaces which were studied already in Borthwick’s seminal paper [6] and later discussed in his book [7]. These can be generated using matrices of the form

$$S(l, a) = \begin{pmatrix} \cosh(l/2) & a \sinh(l/2) \\ a^{-1} \sinh(l/2) & \cosh(l/2) \end{pmatrix} \quad \text{with } S(l, a)^{-1} = S(l, -a).$$ (32)

If we define the boundary of a disk $D$ by the condition $S(l, a)'(z) = 1$, its center is at $-a \coth(l/2)$ and the radius equals $|a/\sinh(l/2)|$. The transformation $z \rightarrow S(l, a).z$ maps the exterior of $D$ to the inside of a disk $\tilde{D}$ of the same radius but centered at $+a \coth(l/2)$. The geodesic between the boundaries of the two disks has length $l$.

Using two generators of this type,

$$S_1 = S(\ell_1, 1) \quad \text{and} \quad S_2 = S(\ell_2, a_2),$$ (33)

we glue the corresponding pairs of disks, $D_1, D_{-1}$ and $D_2, D_{-2}$, to obtain a surface with three funnels. See Figure 1. The first two funnels have widths $\ell_1$ and $\ell_2$, the widths of the third, $\ell_3$, depends on the parameter $a_2$ through the condition

$$\text{tr}(S_1 S_{-2}) = -2 \cosh(\ell_3/2),$$ (34)

which ensures that the geodesics between $D_1$ and $D_2$ and between $D_{-1}$ and $D_{-2}$ each have length $\ell_3/2$. Solving (34) for $a_2$ we define a function $A(\ell_1, \ell_2, \ell_3)$ for later
use and obtain

\[
a_2 = A(\ell_1, \ell_2, \ell_3) := d - \sqrt{d^2 - 1}
\]

with

\[
d = \frac{\cosh(\ell_1/2) \cosh(\ell_2/2) + \cosh(\ell_3/2)}{\sinh(\ell_1/2) \sinh(\ell_2/2)}.
\]

Following Borthwick, we denote such a surface by \( X(\ell_1, \ell_2, \ell_3) \). The disks \( D_{\pm 1} \) and \( D_{\pm 2} \) form the starting point for domain-refinement, as illustrated in Figure 3.

As a first test, in Figure 5 we reconsider the series of resonance spectra for \( X(10, 10, \ell) \) first studied by Borthwick [6]. However, we extend the range of the spectral parameter from \( \text{Re} \ s \geq 0 \) to \( \text{Re} \ s > -1.1 \). This reveals many new and fascinating structures. For instance, the chains of resonances seem to oscillate between strands formed by multiple chains. Also, it looks as if the chains start at the topological zeros \( s = -N \) and the Hausdorff dimension \( \delta \) of the limit set \( \Lambda(X) \) of \( X \). These features become even more apparent in Figure 6 where we study the spectrum of \( X(6, 6, 6) \) and extend the range of the spectral parameter even further to \( \text{Re} \ s > -2.1 \).
An aspect which did not receive much attention in previous studies is the multiplicity of the resonances. We observe that for symmetric three-funnel surfaces some of the zeros of $Z_X(s)$ have multiplicity 2. In Figure 7 we zoom in on the spectrum of the surface $X(7, 7, 7)$ and show a phase plot of the function $Z_X(s)$ with its argument coded in color. In each group of four zeros there are two where the color wheel is circled twice. This corresponds to multiplicity two. Interestingly, the Venkov–Zograf factorization used by Borthwick–Weich does not split up these two-fold zeros, compare [9, Figure 9]. If the symmetry is broken, the two-fold zeros split up and all resonances have multiplicity one, see Figure 5.

5.2. \textit{n-funnel surfaces.} For surfaces with more than three funnels of widths $\ell_1, \ldots, \ell_n$, we extend the above construction by adding further generators $S(l_k, a_k)$ of the type (32) and corresponding pairs of disks $D_{\pm k}$. In total we need $n - 1$ generators (and their inverses) for $n$ funnels. The $l$-parameters of the first and last generator
Figure 7. Right: Zoom in on the resonance spectrum of the three-funnel surface $X(7, 7, 7)$. Left: Phase plot of $Z_X(s)$ with all zeros from the shaded area, indicating that some have multiplicity two.

determine the funnel-width of the first and last funnel, $l_1 = \ell_1$ and $l_{n-1} = \ell_n$, the \( l \)'s of the other generators are free parameters describing a waist circumference. The widths of the intermediate funnels can be fixed using the function $A$ defined in (35) above. For given $l_k$ we build up the parameters $a_k$ multiplicatively,

$$a_1 = 1, \quad a_{k+1} = A(l_k, l_{k+1}, \ell_{k+1}) a_k.$$  

To make the surface symmetric, we need to tune the “inner” $l$-parameters such that equivalent waist circumferences are equal. This can be done numerically.

Figure 8 shows this construction for a symmetric four-funnel surface. Here the width of all four funnels is 3 and symmetry requires $l_2 = 4.853373$ for the inner generator $S_2$. Only then the lengths of the geodesics $D_1 \leftrightarrow D_3$ and $D_{-1} \leftrightarrow D_{-3}$ add up to $l_2$ and the two waists have equal circumference (red dashed lines). For surfaces with more funnels the construction is similar, but there are more waistlines to match.
Our construction has the advantage, that the size difference between disks is not too pronounced and that the whole arrangement is more symmetric. This makes it better suited for the Langrange–Chebyshev approach.

In Figure 9 we show resonance spectra for symmetric $n$-funnel surfaces. The data on the left is for a surface with 6 funnels all of width 10. Its construction requires 5 generators and their inverses, corresponding to 5 pairs of disks. The data on the right is for a surface with 4 funnels, but their width is only 1. For such narrow funnels the Hausdorff dimension of the limit set is approaching a value close to one, $\delta = 0.86076$ in this case. The data clearly shows that there are no resonances with $\text{Im } s \neq 0$ and $\text{Re } s > 1/2$. Instead, some resonances accumulate close to the line $\text{Re } s = 1/2$, indicated by the green dashed line. The data also seems to support conjectures that the density of resonances has a maximum near $\text{Re } s = \delta/2$ indicated by the blue solid line in the figure [24].

We note that small funnel widths or large $\delta$ are situations where domain-refinement becomes important. The surface with 6 funnels of width 10 was simulated with a subdivision level of $n = 1$ only, and could presumably be solved without
domain refinement. The 4-funnel surface with narrow funnels, on the other hand, required a subdivision level of \( n = 3 \). We will discuss such convergence properties in more detail in a forthcoming article.

5.3. Funneled tori. As examples of surfaces of genus 1, we reconsider tori with one attached funnel. These were also first studied by Borthwick [6] and constructed from the two generators

\[
\tilde{S}_1 = \begin{pmatrix} e^{\ell_1/2} & 0 \\ 0 & e^{-\ell_1/2} \end{pmatrix},
\]

\[
\tilde{S}_2 = \begin{pmatrix} \cosh(\ell_2/2) - \cos(\phi) \sinh(\ell_2/2) & \sin^2(\phi) \sinh(\ell_2/2) \\ \sinh(\ell_2/2) & \cosh(\ell_2/2) + \cos(\phi) \sinh(\ell_2/2) \end{pmatrix}.
\]

\[\text{Figure 10. Resonance spectrum for the funneled torus } Y(7,7,\pi/2).\]
For our algorithm this choice is not usable, since one of the corresponding disks includes the point at infinity. We can avoid this problem by rotating the above generators by $\pi/8$, i.e., we use

$$S_1 = R\left(\frac{\pi}{8}\right) \tilde{S}_1 R\left(-\frac{\pi}{8}\right), \quad S_2 = R\left(\frac{\pi}{8}\right) \tilde{S}_2 R\left(-\frac{\pi}{8}\right), \quad R(\psi) = \begin{pmatrix} \cos(\psi) & -\sin(\psi) \\ \sin(\psi) & \cos(\psi) \end{pmatrix}.$$  

Our convention $S'(z) = 1$ then results in disks $D_{\pm 1}$, $D_{\pm 2}$, which for $\phi = \pi/2$ have equal size, and small size differences otherwise. In case that the $\ell$’s are too small, this construction can lead to invalid, overlapping disks, and some other choice is required. Following Borthwick, we denote such surfaces by $Y(\ell_1, \ell_2, \phi)$. In Figure 2 we illustrate the construction of $Y(4, 4, \pi/2)$.

The resonance spectrum of funneled tori is more delicate with many fine details, in particular, when the surface is symmetric. In Figure 11 we show the spectrum of $Y(7, 7, \pi/2)$. Compared to previous studies, we were able to increase the range of the spectral parameter to $\text{Re } \sigma > -2.6$.

6. Algorithms

In this section we list the algorithms for the calculation of resonances.

**Algorithm 1** Construct $N \times N$ sub-block $L_s^{(N)}$ of full transfer operator.

```
1: function LBlock(N, I_v, I_w, g)
2:     c_v, r_v ← center & radius of $I_v$
3:     c_w, r_w ← center & radius of $I_w$
4:     for $i = 1, \ldots, N$ do
5:         $x_i \leftarrow \cos\left(\frac{\pi}{N}(i - \frac{1}{2})\right)$
6:     end for
7:     for $i = 1, \ldots, N$ do
8:         for $j = 1, \ldots, N$ do
9:             $m_{ij} \leftarrow K_N[(g(c_v + r_v x_i) - c_w)/r_w, x_j]$
10:            $f_i \leftarrow g'(c_v + r_v x_i)$
11:        end for
12:     end for
13: return $[f, m] \quad \triangleright f : N$-vector, $m : N \times N$-matrix
14: end function
```
Algorithm 2 Construct index set $\mathcal{W}_n$.

1: \textbf{function} INDEXSET$(q,n)$
2: \hspace{1em} $I_G \leftarrow [-q,\ldots,-1,1,\ldots,q]$ 
3: \hspace{1em} $r \leftarrow \begin{cases} 1 & n < 2 \\ -1 & \text{otherwise} \end{cases}$
4: \hspace{1em} \textbf{if} $n = 0$ \textbf{then}
5: \hspace{2em} $\mathcal{W}_0 \leftarrow \{ [k] \mid k \in I_G \}$
6: \hspace{1em} \textbf{else}
7: \hspace{2em} $\mathcal{W}_n \leftarrow []$
8: \hspace{2em} \textbf{for} $w \in \mathcal{W}_{n-1} = \text{INDEXSET}(q,n-1)$ \textbf{do}
9: \hspace{3em} \textbf{for} $k \in I_G$ \textbf{do}
10: \hspace{4em} \textbf{if} $r \cdot k \neq \text{FIRST}(w)$ \textbf{then}
11: \hspace{5em} $\tilde{w} \leftarrow \text{PREPEND}(w,k)$
12: \hspace{5em} $\mathcal{W}_n \leftarrow \text{APPEND}(\mathcal{W}_n, \tilde{w})$
13: \hspace{4em} \textbf{end if}
14: \hspace{2em} \textbf{end for}
15: \hspace{2em} \textbf{end for}
16: \hspace{1em} \textbf{end if}
17: \hspace{1em} \textbf{return} $\mathcal{W}_n$ $\triangleright$ $2q(2q-1)^n$-element array of $(n+1)$-element index sets.
18: \textbf{end function}

Algorithm 3 Build domain-refined transfer operator $\mathcal{L}_s^{(N)}$.

1: \textbf{function} LPARTS$(N,q,n,[D_{-q},\ldots,D_{-1},D_{1},\ldots,D_q])$
2: \hspace{1em} $I_G \leftarrow [-q,\ldots,-1,1,\ldots,q]$ 
3: \hspace{1em} $S_k \leftarrow \text{generator mapping outside of } D_k \text{ to inside of } D_{-k} \forall k \in I_G$
4: \hspace{1em} $I_k \leftarrow D_k \cap \mathbb{R} \forall k \in I_G$
5: \hspace{1em} $\mathcal{W}_n \leftarrow \text{INDEXSET}(q,n)$
6: \hspace{1em} \textbf{for} $v = (v_1,\ldots,v_n,\ell_v) \in \mathcal{W}_n$ \textbf{do}
7: \hspace{2em} \textbf{for} $w = (w_1,\ldots,w_n,\ell_w) \in \mathcal{W}_n$ \textbf{do}
8: \hspace{3em} \textbf{if} $w = (w_1,v_1,\ldots,v_{n-1},-v_n)$ \textbf{then}
9: \hspace{4em} $I_v \leftarrow S_{v_1} \cdots S_{v_n} I_{\ell_v}$
10: \hspace{4em} $I_w \leftarrow S_{w_1} \cdots S_{w_n} I_{\ell_w}$
11: \hspace{4em} $[F_{vw}, M_{vw}] \leftarrow \text{L BLOCK}(n, I_v, I_w, S_{-w_1})$
12: \hspace{3em} \textbf{else}
13: \hspace{4em} $[F_{vw}, M_{vw}] \leftarrow [1,0]$
14: \hspace{3em} \textbf{end if}
15: \hspace{2em} \textbf{end for}
16: \hspace{1em} \textbf{end for}
17: \hspace{1em} \textbf{return} $[F,M]$ $\triangleright$ $M : d \times d$ array of $N \times N$-matrices 
18: \hspace{1em} $d = \dim(\mathcal{W}_n) = 2q(2q-1)^n$ 
19: \textbf{end function}
Algorithm 4 Evaluate $Z(s) = \det(1 - L_s^{(N)})$ using pre-calculated parts.

1: function $Z(s, N, q, n, \{F, M\})$
2:     $\mathcal{W}_n \leftarrow \text{INDEXSET}(q, n)$
3:     $d \leftarrow \dim(\mathcal{W}_n)$
4:     for $v \in \mathcal{W}_n$ do
5:         for $w \in \mathcal{W}_n$ do
6:             $L_{vw} \leftarrow M_{vw} \text{diag}(F_{vw}^s)$ \Comment{$L_{ij}$ is $N$-vector; exponentiate elements}
7:         end for
8:     end for
9:     return $\det\begin{bmatrix} L_{11} & \cdots & L_{1d} \\ \vdots & \ddots & \vdots \\ L_{d1} & \cdots & L_{dd} \end{bmatrix}$ \Comment{call library for $\det()$ (LU factorization)}
10: end function
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