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This is an extended abstract of my talk delivered at MPIM Bonn during the Dynamics and
Numbers activity. The talk was based on my joint work with Marcin Kulczycki and Jian Li ([5]).

Abstract

We introduce the subordinate shifts and use them to prove in an elementary way that for every
nonnegative real number t one can find a shift space with entropy t. Furthermore, we prove that
there is a connection between positive entropy and combinatorial independence of a shift space.
Positive entropy can be characterized through existence of a large (in terms of asymptotic and
Shnirelman densities) set of coordinates along which the highest possible degree of randomness in
points from the shift is observed. This is a well-known fact, but our proof is new and yields a
little bit stronger conclusion. It turns out that the shift space known as ”square-free flow” and its
relatives that have been recently extensively studied are all examples of the subordinate shifts.

Results

Let N denote the set of positive integers. We denote the number of elements of a finite set A by
|A|. Let A = {0, 1, . . . , r − 1} for some ∈ N. The full A-shift is denoted by AN. A block over A is
a finite sequence of symbols and its length is the number of symbols. The set of all blocks over A

(including the empty word ε) is denoted by A∗.

Definition. We say that a block w = w1 . . . wk ∈ A∗ dominates a block v = v1 . . . vk ∈ A∗ if
vi ≤ wi for i = 1, . . . , k. A subordinate of L ⊂ A∗ is the set L≤ of all blocks over A that are
dominated by some block in L. The subordinate shift of x ∈ AN is the shift space X≤x given by
the language B≤x , where Bx is the language of blocks occurring in x.

Subordinate shifts are hereditary (this is a notion introduced in [4] and examined in [7]).

Example. Let η be a point in {0, 1}N given by ηn = (µ(n))2, where µ : N → N is the famous
Möbius function. It can be shown that S = X≤η is the square-free flow, a shift space, whose
structure is strongly tied to the statistical properties of square-free numbers, see [1, 6, 9, 12].

Definition. We say that a set J ⊂ N is an independence set for a shift space X ⊂ AN if for every
function ϕ : J → A there is a point x = {xj}∞j=1 ∈ X such that xi = ϕ(i) for every i ∈ J .

Remark. A ⊂ N is an independence set for a binary subordinate shift X if and only if the
characteristic function of A belongs to X.

Probably the most naturally defined “measure” of a set A ⊂ N is the asymptotic density

d(A) = lim
n→∞

|A ∩ {1, 2, . . . , n}|
n

.

A similar notion is the Shnirelman density, which gives information about the structure of A ∩
{1, . . . , n} for every n ∈ N and is defined by

dSh(A) = inf

{
|A ∩ {1, 2, . . . , n}|

n
: n ∈ N

}
.

Our main result:

Theorem 1. Let X be a binary shift. Then the entropy of X is positive if and only if X is
independent over a set A whose asymptotic density exists, is positive, and is equal to its Shnirelman
density.

This is a strengthening of [13, Theorem 8.1]. See also [2], [3, Thm. 7.3], or [4]. We add the
Shnirelman density to the picture, which shows that the independence set is even more structured.

Below are the main tools of our proof. Fix a shift space X over A and let a ∈ A and x ∈ X.

1



Definition. We define χa(x) = {j ∈ N : xj = a}. Let ||w||a denote the number of a’s in w.
Let Ma

k(X) be the maximal number of occurrences of the symbol a among all blocks w ∈ Bk(X).
The sequence {Ma

k(X)}∞k=1 is non-negative and subadditive, hence the sequence {Ma
k(X)/k}∞k=1

converges to its greatest lower bound, which we denote Fra(X).

The next theorem is a strengthening of a well-known result about the ordinary density. It also
follows from [10, Theorem 4, p. 323] (see also [8]).

Theorem 2. There exists a point ωa ∈ X such that dSh(χa(ωa)) = d(χa(ωa)) = Fra(X).

Definition. Let F be a (possibly empty) family of binary blocks of length n ≥ 0. We say that F

is independent over a set J ⊂ N and J is an independence set for F if for each map ϕ : J → {0, 1}
there is a block w ∈ F whose i-th symbol is ϕ(i) for every i ∈ J . We denote the collection of all
sets of independence for F by I(F).

Lemma 1. Let F be a family of binary blocks of length n ≥ 0. Then | I(F)| ≥ |F|.

Lemma 2. Let F ⊂ {0, 1}n be a family of binary blocks of length n ≥ 1. If for some 1 ≤ k ≤ n
we have |F| >

(
n
0

)
+
(
n
1

)
+ . . .+

(
n
k−1

)
, then F is independent over some set of cardinality k.

Lemma 3. Let X be a binary shift with positive topological entropy. Then there is an ε > 0 such
that for every n ≥ 1 there is a set J ⊂ {1, . . . , n} with bεnc elements which is an independence set
for X.
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